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Abstract

Is there a relationship between local arts and culture production and local prosperity that is permanent

rather than transitory? The answer to this question determines whether arts and culture production

generates economic growth or a temporary ‘multiplier’ effect that diminishes over time. We argue that

despite the obvious public policy interest in the subject there has been no fully satisfactory empirical

analysis of this question. In this paper we provide a model that allows us to think systematically about the

problem and an empirical methodology capable of testing relevant hypotheses concerning possible answers

to the question. We identify data to which these methods can be applied, using per capita GDP and

expenditure levels of arts and culture production by not-for-profit organizations in US urban areas. Our

analysis suggests that the impact of arts and culture production is not transitory. Shocks to local arts and

culture production generate impacts that alter the local economy and change steady-state GDP.



1 Introduction

Does increasing the local production of arts and culture have a positive impact on the local economy?

In some sense the answer to this question is obvious. Arts and culture production, like other types of

production, is part of the local economy and when it occurs inputs are purchased, artists and support staff

are paid, and this activity is part of the local economy. What is less obvious is whether this impact persists

in the long run. Increased culture production will add to the local economy in the short run, but the

economy is a dynamic and complex system that will respond to this change. An increase in available live

performing arts programming may lead eventually to reduced attendance at carnivals or sporting events.

More museums might eventually crowd out amusement parks or even shopping centers. The ability of

arts and culture production to generate a permanent increase in economic activity, or economic growth,

is a question that is more subtle than asking whether such production has a positive impact on the local

economy.

Is there a relationship between local arts and culture production and local prosperity that is not

transitory, but permanent? The question is simple to state, and given the thousands of pages that have

been written on the economic impact of the arts or the creative economy it might seem that finding a

satisfactory answer would be a matter of sorting through a bibliographic database to select the best of

several analyses.

We argue that despite the obvious public policy interest in the subject and the importance with which

the question appears to be regarded, there has been no fully satisfactory empirical analysis of this question.

We endeavor in what follows to provide a model that allows us to think systematically about the problem

and an empirical methodology capable of testing relevant hypotheses concerning possible answers to the

question. We identify data to which these methods can be applied, and carry out the analysis using data

for US urban areas.

The idea of developing and supporting cultural sites and cultural organizations to promote economic

prosperity is certainly not novel. Owen (1989) argues that the construction of cathedrals is an explanation

for growth of the European economy during the thirteenth century. Bercea, Ekelund & Tollison (2005),

alternatively see such activities as a device for limiting competition in culture markets and religion.

During the 1930s and early 1940s, the Works Progress Administration included public support for

artists and writers alongside the building of roads, bridges and public buildings as activities worthy of

funding. All of these activities were viewed as having a stimulative effect on the economy. While the
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artworks created through this program are highly prized today, there is little evidence concerning the

contribution their creation made to economic recovery.

More recently, the United Nations Conference on Trade and Development (UNCTAD (2008)) has

prepared a comprehensive report describing what the authors called a ‘new paradigm’ in which culture

and creativity are ‘powerful engines driving economic growth and promoting development in a globalizing

world’. There is extensive data included with the report on international trade in cultural goods ranging

from carpets to paintings, and discussions about the mechanisms for channeling public resources and

investment into the cultural economy.

The writers for the UN report assert that culture ‘drives’ economic growth, but the report itself offers

scant evidence. The data provided demonstrate that arts and culture production is a significant economic

sector employing large numbers of workers, generating large amounts of economic output and export

earnings. In this sense the report is similar to many studies of communities and regions in the US. For

example, Lawton & Colgan (2011) survey the size, growth and distribution of arts and culture non-profits

and employment in the New England states. This report is part of a series of similar studies, sponsored by

the New England Foundation for the Arts, that began with Wassall (1997). These and other studies show

that culture production is a significant sector of the economy, and in many areas the size of this sector is

growing. They do not, however, demonstrate that increasing the size of this sector leads to an increase in

economic prosperity or per capita GDP in the urban area.

Much of the interest in the topic during the past decade has been encouraged and actively promoted

by the work of Richard Florida. In Florida (2002a), Florida (2002b), and Florida, Mellander & Stolarick

(2008), inter alia he and his co-authors have analyzed what they see as the basis for economic growth and

development. Florida’s writing itself insists on drawing attention not to specific industries or economic

sectors like arts and culture production, but to specific occupational categories and types of workers that

are part of what he characterizes as the creative class. His writing goes out of its way to include “... poets

and novelists, artists, entertainers, actors ....” as being among the “super creative core” of workers that

drive economic growth. His work has been interpreted as supporting the notion that communities that are

culturally active, diverse and provide a good environment for the arts will be economically successful.

Unfortunately, there has been little evidence available to directly test this claim. Much of what has been

put forward has been unpersuasive for several reasons. First, much of the evidence consists of demonstrating

that culture production and the arts are a significant part of the economy. This line of inquiry concludes

by showing that arts and culture production are a “multi-billion” dollar industry or some variation on this
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theme. Frequently, in an effort to improve the result, the definition of which industries are part of the

cultural economy will be expanded to include production of ancillary inputs or services that are peripheral

to actual production of arts and cultural activities. Markusen, Wassall, DeNatale & Cohen (2008) provide

a useful comparison of such concepts and show that, depending on the definition used, the fraction of the

local labor force engaged in cultural production or the creative economy can range from less than 1% to

nearly half of the labor force. Whatever the size of the cultural economy, such evidence cannot demonstrate

that a change in the size or level of support for this sector will cause an increase in economic prosperity.

A second reason for such evidence being unpersuasive is that it fails to show that the impacts of culture

production is persistent. As noted above, it is clear that arts and culture production must contribute to the

economy. What is not clear is whether this impact is persistent. If arts and culture production generates

a short run impact, but the impact simply crowds out other economic activities over time, there may be

zero long run impact on the economy so that these impact studies are of very limited use. This point is

not a new revelation, and has been discussed by Seaman (1997).

If the evidence presented so far has been inconclusive about the causal connection between arts and

culture production and local economic prosperity, why do scholars and policy makers continue to pursue

these results? One reason is that there is a readily apparent correlation between culture production and

local prosperity that can be measured by looking at cross-sectional data. Figure 1 shows the simple bivariate

relationship across US metropolitan areas between per capita GDP and per capita cultural organization

expenditures.

Even though this figure shows only the bivariate relation, there is a clear relationship suggesting that

urban areas with higher levels of per capita spending by cultural organizations tend also to have higher levels

of per capita GDP. If we couple this observation with arguments about how the arts and culture stimulate

creativity or attract and retain creative and productive workers, it can be presented as an argument in

support of the arts.

A similar relationship, however, can be seen between many different types of economic activity and

per capita local GDP. Figure 2 shows the apparent impact of increasing the activity of new car dealers (as

measured by the per capita total payroll of new car dealers in the urban area). Here again we see a clear

positive relationship in the cross-section data. In this case the interpretation of the relationship that seems

most reasonable is that communities with higher GDP will be likely to purchase more automobiles, and

this results in a larger automobile dealer sector 1.

1Many small communities expressed concern when, in the early days of the recession of 2008-2010 the major US automobile
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Figure 1: Relation between local GDP and cultural organization expenditures

Figure 2: Relation between local GDP and automobile dealer payroll
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Because the evidence put forward to date has not always been persuasive, public policies to support the

arts have sometimes been controversial. Partly this controversy is related to a variety of political reasons

that are not based on serious criticism of the evidence advanced in favor of the policies. Nevertheless, when

in the midst of the most severe recession in the US since the 1930s, members of Congress propose and

nearly pass a restriction prohibiting the use of stimulus funds for any art or cultural project, there must

be some who support these restrictions because they believe that such spending will have zero stimulative

effect on the economy, or believe that any effects will not contribute to a permanent increase in output

or employment. They may believe that such programs are analogous to policies designed to increase the

size and payroll of local automobile dealerships. While this would generate a short term boost in the local

economy (because automobile dealers are part of the economy) it would be unlikely to generate a long term

process of economic growth. Once the policy is implemented, other parts of the economy would adjust to

dampen and likely eliminate the short-term gains.

A further concern about such policies is that they devote scarce resources to cultural facilities when the

payoff would be greater from investing in education, public infrastructure, or private sector initiatives that

would be displaced by the spending on arts and culture. In an influential treatise McCarthy, Ondaatje,

Zakaras & Brooks (2004) raise objections to focusing attention on evaluation of the economic (or other

‘instrumental’) benefits of the arts, fearing that such analysis “... runs the risk of being discredited if other

activities are better at generating the same effects ....” They worry that failure to consider the opportunity

costs of devoting scarce resources to culture and the arts weakens the arguments of arts advocates and

they recommend broadening the approach taken by arts advocates to devote more emphasis on the more

subjective and difficult-to-verify intrinsic benefits of the arts. While this might make sense as a strategy

for arts advocacy, it begs the question of what is the real relationship between the arts and local economic

prosperity.

To better inform policy making, it is essential to test two central ideas. First, is there a causal

connection running from arts and culture production to economic prosperity? This is to be distinguished

from a connection that is merely a correlation and unlikely to be useful for economic policy. Second, is the

connection between arts and culture production and economic prosperity one that is not simply transitory?

This addresses the extent to which the arts and culture sector is capable of generating economic growth.

In what follows we offer a novel approach to answering both of these questions. We consider stochastic

companies announced the closure of more than 3000 dealers. Nevertheless, few would argue that a policy of encouraging or
supporting more car dealers would promote economic growth.
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processes that generate shocks to culture production, and ask whether these shocks generate subsequent

long-term changes to local GDP. After developing a model to provide a framework for formal presentation

of this question, we analyze data for US urban areas to determine the answer.

2 A simple model of culture and growth

To provide focus for our analysis and to guide the interpretation of our empirical results presented below,

it will be helpful to have a theoretical framework. Towards this end we adapt the stylized growth model

presented in Canning & Pedroni (2008), which itself is adapted from Barro (1990).

In a simple growth model total income is a function of the capital and labor available to the economy.

As discussed in the previous section, we want to analyze the impact of the arts and cultural activities on

the local economy. The availability of cultural amenities may work to increase the productivity of labor

and capital, and thereby increase aggregate income in the economy. We assume that aggregate income at

time t in a representative urban area, denoted Yt, depends on the capital Kt and labor Lt available in the

urban area and the total cultural resources Ct. The relation between these is taken to be:

Yt = At ·Kt
αCt

βLt
1−α−β (1)

The parameter At in equation 1 represents total factor productivity, and changes over time according

to random shocks and a possible trend:

ln(At) = at = a0 + σ · t+ εt (2)

where: εt = δ · εt−1 + wt

σ ≥ 0

0 ≤ δ ≤ 1

wt ∼ I(0) and E[wt] = 0

This structure allows the model to represent either an exogenous-growth type structure in which δ < 1 and

σ > 0 or alternatively an endogenous growth approach where δ = 1 and σ = 0. While the central focus of

our inquiry is the capacity of spending on culture and the arts to generate long run changes in economic

prosperity, our model does not assume this capacity exists and allows for economic growth to come from
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other sources.

Labor available to the economy grows at a rate that is constant but subject to random fluctuations:

ln
(
Lt+1

Lt

)
= n+ nt+1 (3)

nt ∼ I(0) and E[nt] = 0

While in most cities the total resources devoted to culture is modest compared to the other sectors of

the local economy, culture is not costless to provide to the community. It competes for scarce investment

resources that might otherwise be allocated to capital. We assume that culture claims a share τt of the

local income that is not used for consumption. Let s · Yt equal private savings, the amount of income not

used for consumption. Then culture Ct available in the urban area is given by:

Ct+1 = τt · s · Yt (4)

τt = τ + µt

τ ≥ 0

µt ∼ I(0) and E[µt] = 0

The parameters τ and µt are of central interest from a policy perspective. In the context of our model,

asking whether cultural spending “causes” economic prosperity is asking whether transitory innovations

or “shocks” to µt (the cultural shocks to which we refer in the title) cause permanent changes in per capita

Yt. If there does exist such a causal link between culture and economic prosperity, it is possible that the

relationship may be an adverse one. If too many resources are being diverted to culture production – if

τ is “too large” in a sense to be made precise below, then positive shocks to culture µt > 0 will have

negative long run impacts on per capita Yt. This could happen because spending on culture takes away

from investment in capital for the local economy.

To better understand the relationship between income and cultural spending per capita, we can divide

both sides of equation 4 by the labor force and take the logarithm to obtain:

ct+1 = ln s+ yt + ln (τ + µt) + ln

(
Lt
Lt+1

)
(5)

where we use lower-case letters to denote the natural log of the upper case variable expressed in per capita
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terms, and we assume constant (or at least stationary) labor force participation rates so that we can use

the labor force at time t in lieu of the actual urban population. Applying the stochastic structure assumed

in equation 3 and rearranging, we can write this as:

ct+1 − ln s+ n− yt+1 = ln (τ + µt)− nt+1 −∆yt (6)

This demonstrates that if the natural log of per capita income is integrated of order one so that the first

difference is stationary, then within an economy whose structure is represented by the model, the logarithm

of per capita cultural spending will also have a unit root and will be cointegrated with per capita income.

The economy must have savings equals investment plus culture provision, so that:

Kt+1 = (1− τt) · s · Yt (7)

The modeling approach we have adopted can represent funding of culture through multiple pathways.

For funding of culture through private philanthropy, the parameter τt presented in equation 4 measures

the share of total local savings that is diverted from other investments to fund cultural institutions. For

funding of such institutions via the public sector, the parameter τt represents the magnitude of a ‘culture

tax’ that is imposed on local income to fund these organizations.

If we substitute equations 7 and 4 into 1 and divide through by labor Lt+1 to express aggregate regional

income in per capita terms, we obtain:

(
Y

L

)
t+1

= At+1 · sα+β(1− τt)ατtβ ·
(
Y

L

)
t

α+β

·
(

Lt
Lt+1

)α+β
(8)

Taking the logarithm of this per capita version of the model, we can write:

yt+1 = h+ (α+ β) · yt + νt+1 (9)

with h = a0 + σt+ (α+ β) · (ln(s)− n)

and νt+1 = εt+1 + α · ln (1− τ − µt) + β · ln (τ + µt)− (α+ β) · nt+1

The assumptions specified in equations 2, 3 and 4 imply that stochastic process that generates ηt+1 in

9 is stationary but that the stochastic process for total factor productivity that generates εt+1, is possibly

non-stationary depending on the value of δ. Notice that this, in turn, determines whether νt+1 is non-
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stationary. However the stochastic process describing yt+1 will always be non-stationary in the setup

described by our model.

Canning & Pedroni (2008), who present a model identical to this in all essentials (but applied in a

much different context) show that if:

δ = 1 and α+ β < 1 (10)

or

δ < 1 and α+ β = 1 (11)

then the log of per capita income and log of per capita culture provision will each have a unit root and be

cointegrated so that for each city there will be a linear combination of yt and ct that is stationary. They

further show that if condition 10 holds, then innovations in µt, here representing shocks to the provision

of culture and the arts to the local economy, will have no long run impact on prosperity as measured by

yt. Alternatively if condition 11 holds, then shocks to local culture provision will have a non-zero long

run effect on per capita output yt. In this case there is a causal connection between arts and culture and

economic prosperity.

The causal connection between culture and prosperity might not be positive. Provision of arts and

cultural experiences to a community requires resources, and as indicated in equation 7 an increase in τt,

representing a positive shock to the level of arts and culture provided in the urban area, will reduce the

capital available to the local economy with possibly adverse consequences for the total value of production.

This is not surprising. Diverting funds away from local schools or water treatment facilities to expand the

art museum might decrease steady-state per capita income.

If there were no random shocks to culture provision, then setting

τ =
β

α+ β
(12)

would maximize the rate of growth. In this model the actual distribution of µt will determine the growth-

maximizing level of arts and culture to provide in the situation where condition 11 is satisfied. In this case

the provision that will maximize expected economic growth will be to set the share of aggregate income
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ττ∗

steady-state y0

Figure 3: τ∗ consequences of positive culture shock for steady-state GDP

not consumed that is devoted to culture provision equal to:

τ∗ = argmax
τ

α · ln (1− τ + µt) + β · ln (τ + µt) (13)

If τ < τ∗ then as suggested by Figure 3, a small positive shock to culture will have a positive long run

effect on per capita income. If τ > τ∗ then a small positive shock to culture will reduce per capita income

in the long run.2 The methods we describe and employ below do not permit us to directly estimate τ∗.

Conditional on accepting the hypothesis that there is a causal connection in which shocks to local culture

production have a non-zero impact on long run income, they do permit us to consider groups of urban

areas and estimate whether, within each group, a positive shock to culture production generates a positive

or negative long run impact on local prosperity.

This model provides a useful framework for evaluating the causal impacts of providing arts and culture

resources to a local economy, and allows for several different potential cases of interest. It can accommodate

either public sector support of the arts or private philanthropy. Depending on parameter values, it can

represent the case where shocks to culture might have a positive impact in the short run, but there is no

causal connection to economic prosperity in the long run. Finally, the model allows the possibility that

there is a causal link between arts and culture provision and per capita income that is persistent in the

long run, including both the case where this linkage is a negative one (small increases in culture provision

diminish per capita income) and where this linkage is a positive one (small increases in culture increase per

2See Canning & Pedroni (2008), Proposition 1.
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capita income). We next present an empirical strategy for testing hypotheses about which of these best

represents the contemporary economy.

3 Empirical methodology

Once we have obtained the panel of data required for our analysis (described in detail in section 4 below,

we undertake analysis that consists of five steps. We discuss each step in turn.

a) Test the hypotheses that yt and ct have a unit root

The structure of the model presented in section 2 implies that if yt follows a unit root, then culture

ct must also be cointegrated with yt and follow a unit root process in order for a long run causal

relationship to exist in at least some direction. The first step is to test the unit-root hypotheses. Since

we will be using a panel of data for US urban areas, we employ tests designed for such data, allowing

for heterogeneity across our sample of cities. We apply panel versions of Augmented Dickey-Fuller

(ADF) type tests presented in Im, Pesaran & Shin (2003) and in Levin, Lin & Chu (2002).

b) Test the hypothesis that yt and ct are cointegrated

The discussion in section 2 indicated that if conditions 10 or 11 apply, then yt and ct will be coin-

tegrated. Condition 11 in particular implies that there will be a long run causal connection with

shocks to local culture production resulting in long run changes in income. Therefore the next step

is to see if we can reject the null hypothesis that yt and ct are cointegrated.

To test this hypothesis we employ several tests described and applied in Pedroni (1999) and in Pedroni

(2001). These include a non-parametric variance ratio statistic, non-parametric panel versions of the

ρ-statistic and the t-statistic described in Phillips & Perron (1988), and a version of the ADF t-

statistic. We also calculate three test-statistics based on the group-mean approach as described in

Pedroni (1999), which are versions of the ρ-statistic, the t-statistic and the ADF test. Since the

relative strengths of each of these statistics depends on underlying economy and data-generating

process, it seems useful to present this complete set of results.

c) Allowing for possible heterogeneity across urban areas, estimate the cointegrating relationship for

each urban area

Conditional on rejecting the null hypothesis that yt and ct are not cointegrated, the next step is to
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estimate the cointegrating relationship for each urban area i. We use our data to estimate:

ci t = ai + βi t · yi t + ei t (14)

where i indexes the individual urban area in the sample so that the estimated parameters âi, β̂i t and

errors êi t can reflect the heterogeneity in economic structure and dynamic relationships across cities.

While OLS can estimate the relationship super-consistently under cointegration, OLS does not pro-

vide consistent standard errors. One approach that can be applied to obtain consistent standard

errors is the Fully Modified OLS (FMOLS) approach described in Pedroni (2002). This is important

not only for obtaining standard errors but also to insure the absence of an estimated regressor effect

when the residuals from the cointegrating relationship are used in subsequent steps of the analysis.

d) Using residuals from the estimated cointegrating relationship, estimate linear error correction models

for ∆yt and ∆ct

The preceding step provides a set of estimated residuals êi t that we can incorporate into autoregressive

error correction representation of the cointegrated model in yt and ct. We therefore proceed to

estimate:

∆ci t = b1,i + λ1,i · êi t +

Ki∑
j=1

Ri j,11 ·∆ci,t−j +

Ki∑
j=1

Ri j,12 ·∆yi,t−j + ε1,i t (15)

and

∆yi t = b2,i + λ2,i · êi t +

Ki∑
j=1

Ri j,21 ·∆ci,t−j +

Ki∑
j=1

Ri j,22 ·∆yi,t−j + ε2,i t (16)

Here Ki is the length of the time series available for each panel member i, and the matrices of

estimated parameters Ri j,11, Ri j,12, Ri j,21 and Ri j,22 have Ki rows and a number of columns equal

to the number of lags of ∆yi,t and ∆ci,t incorporated into each model. The number of lags actually

included in the models is determined during estimation and allowed to vary across urban areas.

Having completed this estimation we note that the estimated parameters λ̂1,i and λ̂2,i can provide

the basis for three different types of panel-based tests for the existence and the sign of a long run

causal connection between yt and ct. This is the final step in our approach.

e) Use the estimated dynamic adjustment parameters from the error correction models to test:

• The null hypothesis that shocks to culture µt generate no long run impacts on yt on average

12



across urban areas included in the panel

• The null hypothesis that shocks to culture µt generate long run impacts on yt that are pervasively

zero across urban areas included in the panel

• The null hypothesis that the sign of the impact in the median city is positive or negative and

determine which

While cointegration of yi t and ci t implies the existence of a long run causal relationship between

income and culture provision, it is not clear from cointegration alone whether the relation is one in

which yi t → ci t (where shocks to income result in long-run changes to culture provision) or ci t → yi t.

It is also possible for the two variables to be cointegrated and for shocks to one variable to generate

persistent increases or decreases to the other variable.

Using the estimated dynamic adjustment parameters λ̂1,i and λ̂2,i from the error correction models

as a test for existence of a long-run causal relation was first described in Canning & Pedroni (2008).

They derive two results3 that are central for our application. They show that the coefficient λ1 in

equation 15 is zero if and only if shocks to per capita culture provision have no long run effect on per

capita income, and they show that the ratio of the coefficients −λ2
λ1

has the same sign as the long-run

effect of shocks to culture provision has on income.

The first test we consider is to use the group mean of λ1 and to calculate the test statistic:

tλ1 =

∑N
i=1 tλ1,i
N

(17)

where N = the number of urban areas in the sample, and the tλ1,i are the individual t-statistics

obtained when estimating equation 15. The standardized group mean statistic
√
N · tλ1 will be

distributed N(0, 1) under H0 : of no long run causal relationship ci t → yi t. An analogous statistic is

calculated to test yi t → ci t.

The test statistic described in equation 17 will tend to accept H0 when the urban areas in the sample

average to zero. This might be too strict a test, since some areas might have significant under-

provision of culture and some may have devoted more the income-maximizing amount resources to

culture. Our second test addresses this by using a Lambda-Pearson type test to examine whether

3See Canning & Pedroni (2008), Proposition 2.
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the long-run impact of shocks is pervasively close to zero. We calculate:

Pλ1 = −2 ·
N∑
i=1

ln (p1,i) (18)

where p1,i is the probability value for the test of significance of the estimate of λ1,i in equation 15.

This statistic is distributed χ2 (2N) under H0 : of no long run causal relationship ci t → yi t. Again,

an analogous statistic is calculated to test yi t → ci t.

We have now provided tests for the first two of the hypotheses itemized above. To provide a test of

the sign of the long run impact of changes in culture provision on local income, we make use of the

fact noted above: for each local economy i if a causal connection ci t → yi t exists then the sign of the

long run impact of a shock that increases local culture production is equal to sign
(
−λ2 i
λ1 i

)
.

Under the assumptions given above for estimating the models specified by equations 15 and 16, the

estimates for λ2 i and λ1 i are normally distributed, so the ratio for each urban area will be distributed

Cauchy. Therefore tests based on the group mean are not feasible given that the required mean and

variance adjustment terms do not exist for the Cauchy. Instead Canning & Pedroni (2008) develop

a bootstrap test based on the median of these ratios within the group of urban areas by re-sampling

from estimates of equations 15 and 16. We adopt this approach to provide group-median estimates

of −λ2
λ1

with the associated standard errors of this estimate.

4 The data

We have assembled a balanced panel data set covering 384 Metropolitan Statistical Areas (MSA) or

Metropolitan Statistical Area Divisions (MSAD) following the definitions put forward by OMB (2009)

(Office of Management and Budget). Total metropolitan GDP is made available for all metropolitan areas

in the US by the Bureau of Economic Analysis, but only for years after 2000. Moodys Analytics has used

the BEA methodology to produce a quarterly series of GDP estimates for all 384 metro areas as part

of their U.S. Metropolitan Areas Forecast Database. We utilize these for our measure of total output,

averaging the quarterly data to obtain amounts for each year from 1989 through 2009.

Measurement of culture production in each urban area is more difficult. Arts and culture production

takes place in a variety of institutions and places: within the home, in public and private schools, in

commercial enterprises ranging from film studios and cinemas to publishers and private galleries, and in
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not-for-profit enterprises such as museums, art schools and centers for performing arts. For some of these

venues (such as private art dealers) there are no data whatsoever or data that are not specific to the

urban area (such as the Survey of Public Participation in the Arts). For others (like public and private

schools) there are annual data but the data do not distinguish between culture production and other types

of activities unrelated to culture and the arts.

The most comprehensive data that are available over time and with national coverage at the local level

are annual data on the operation of not-for-profit enterprises that are engaged in producing, supporting,

presenting and preserving culture and the arts. The data range between approximately 15,000 organizations

in 1989 and more than 40,000 organizations in 2009, most of which are located within the boundaries of

one of the 384 metropolitan areas we study. The organizations themselves are engaged in a wide variety of

arts and culture production activities. These data are available to researchers through the National Center

for Charitable Statistics (NCCS) and we use the NCCS data as the basis for our analysis.

The NCCS data cover all 501(c)(3) organizations that have been certified by the IRS as not-for-profit

organizations engaged in charitable activities. When the IRS accepts an application for such an organization

the application is reviewed and the organization is assigned a code from the National Taxonomy of Exempt

Enterprises (NTEE) to designate the primary activity of the organization. All organizations with annual

budgets exceeding $25,000 are required to file annual returns providing a limited breakdown of total

revenues, expenditures and assets. While the returns themselves are rarely if ever audited and the details

provided in the returns may be inconsistently reported, the total revenues and total expenditures of the

organizations seem to be reasonably accurate and for larger organizations are generally drawn directly

from audited annual financial reports.

The NCCS scans organization returns and descriptions of activities to correct and update NTEE

codes assigned to each organization. We therefore use the activity codes provided by NCCS and identify

all organizations engaged in the broad category of “Arts, Culture and the Humanities”. This includes

everything from Arts Alliances and Advocacy organizations (A01) through Organizers of Commemorative

Events (A84). It includes essentially every art museum, symphony, performing arts center, dance company,

and arts advocacy organization in the US.

The available NCCS data include at least the zip code and county in which the organization is located.

We use this information to assign each organization to an urban area. While it is possible that such

assignments do not always guarantee that the activities of the organization are exclusive to the assigned

urban area, data are not available to determine the accuracy of the assignment or to improve it. For each
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urban area we sum the reported expenditures of all such organizations for each year. We take this as a

measure of (or proxy for) the total production of arts and culture within the urban area.

In addition to the availability of the data, there is an arguable advantage to focusing on the not-for-

profit arts and culture producers. These organizations are supposed to be run with a charitable purpose

and are certified as such in order to receive not-for-profit status. In this context charitable does not mean

operation in the service of the poor or seeking to reduce income inequality. Rather it means operation so

as to produce a general public benefit. In economic terms this can be interpreted as operation in a way

that produces significant positive externalities. These externalities might reasonably be thought to include

educating and improving the creativity of the local labor force, and this is an example of the way in which

a causal connection between local culture production and local GDP might arise.

Total population for each urban area is obtained from the Current Population Survey, and this is used

to calculate the local GDP and local arts and culture production per capita. Since all of our estimates will

be with the natural logarithm of variables we use real (inflation-adjusted) dollar measures to avoid concern

that the dynamic structure we test is driven only by systematic changes in price levels.

Table 1 below provides some descriptive statistics for local GDP and culture production expenditures

per capita.

Table 1: Descriptive Statistics for Sample

Variable Mean σ Min Max Obs

All years
Year 1999 6.06 1989 2009 7938
Yt 30582.88 7455.89 12517.97 68809.19 7938
Ct 38.29 55.04 0.14 931.57 7936

1989
Y1989 25627.51 6054.34 12517.97 59611.73 378
C1989 19.83 31.43 0.23 329.55 378

2009
Y2009 33590.78 7598.44 18093.17 62727.71 378
C2009 55.36 77.33 1.32 931.57 378

The statistics presented in Table 1 show that the expenditures on cultural production are considerably

more variable across the sample than local GDP. Within any given year, the coefficient of variation of per

capita GDP is about one sixth the magnitude of the coefficient of variation of per capita expenditures on

culture production. A visual impression of this can be seen in figures 4 and 5.

Some of the individual urban areas that are at the extremes of the distribution can be surprising. In
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the per capita GDP data, two small Arizona metropolitan areas have the lowest levels in 1989 and in 2009.

In figure 4 the urban areas with the highest values of local GDP per capita are San Francisco and San Jose,

California.

Figure 4: Panel data for local GDP per capita

In figure 5 the urban areas with the highest values of arts and culture production expenditures are the

Washington-Arlington-Alexandria, which remains consistently the highest, and Pittsfield, Massachusetts,

Santa Fe, New Mexico and most recently New York City exchanging places for the next two positions

during the past decade.

As outlined above, the actual analysis involves estimating the dynamic relation between the first dif-

ferences of the natural logarithm of these two per capita variables within a given urban area over time.

Before proceeding to present the results of our analysis, it is interesting to examine a few examples of these

relationships for some specific cities. The relevant series for Honolulu, Santa Rosa-Petaluma, St. Louis

and Syracuse are presented in figure 6.
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Figure 5: Panel data for arts and culture production per capita

Figure 6: Four examples of relation between ∆yt and ∆ct
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There are a couple of points worth mentioning in examining the examples presented in figure 6. First,

as would be consistent with time series with a unit root in the series of levels, the first-difference data

appear to be stationary or nearly so. Second, there is some variability to the apparent dynamics present in

the data. As might be expected from the descriptive statistics in table 1, the series of culture production

expenditures exhibits much greater volatility than the the local GDP data. There also appears to be

some variability in the timing of the dynamics, with St. Louis appearing to show movements in culture

production more or less contemporaneous with local GDP, while in Santa Rosa-Petaluma there is little

contemporaneous correlation in the first eight years of the data, but since the late 1990s changes in culture

production seem to come before similar changes in local GDP by a year or two.

5 Results

As described in detail in section 3, the first step in applying our methodology is to verify that our levels

data exhibit the unit root structure that will allow us to proceed assuming that the first differences of the

data are stationary. Table 2 presents the results for applying all of the tests described above to both yt

and ct.

Table 2: Tests for the presence of a unit root

Test yt ct
L-L-C ρ 4.33 1.11
L-L-C t–ρ 3.64 0.55
L-L-C ADF -0.30 3.74
I-P-S ADF -4.75 1.74

Each of the four tests suggests a failure to reject the null hypothesis of a unit root, although the

magnitude of some of the test statistics suggests the possibility of some size distortion in our panel that

may require further examination and correction for common factors across urban areas in our panel. This

is true for both variables. Nevertheless, the tests do justify accepting the null hypothesis of a unit root in

the data for all cities. This would imply stationarity for the first differences of the data, which is consistent

with the visual appearance of the examples presented in figure 6. We therefore proceed to test for the

presence of a cointegrating relationship. We described seven different statistics that could be calculated to

provide such a test. The results for all seven are presented in Table 3.

These tests also support application of our methods to these data. There is one test, the group ρ
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Table 3: Tests for the presence of a cointegrating relationship between yt and ct

Test Value

Panel tests
ν 6.35***
ρ -7.31***
t− ρ -9.91***
ADF -9.56***

Group tests
ρ -1.80**
t− ρ -8.77***
ADF -11.59***

*** - significant at 1%
** - significant at 5%

test, that is at best borderline in supporting the existence of a cointegrating relationship, but not with

a high degree of significance. The other six tests, however, are unanimous in recommending rejection of

H0 and accepting HA with a high degree of confidence. We interpret this as justifying confidence in the

existence of a cointegrating relationship between yt and ct and we proceed to the next step of estimating

these cointegrating relationships and the error correction models.

A separate cointegrating relationship is estimated using FMOLS for each of the 384 urban areas in our

panel. The results are listed in the Appendix, in Table 6. The value of βi from equation 14 and presented

in the second column of the table, followed by the t-statistic for the estimate. In almost all cases, the

parameter is estimated to a very high level of precision.

Using the residuals from these cointegrating relationships, we proceed to estimate the error correction

models described in equations 15 and 16. The models provide estimates of λ̂2 and λ̂1 for each MSA. These

estimates are presented in Table 6 in the Appendix, in columns 4 and 6 respectively. The t-statistics t2 and

t1 that provide a test of the existence of causal connections between yt and ct in each city are presented in

columns 5 and 7 of the table.

Next, as noted in section 3, if a long-run causal connection exists in which shocks to culture ct generate

permanent changes in income yt the sign of the impact is the same as the sign of the ratio −
(
λ2
λ1

)
. The

value of this ratio is provided for each urban area in the final column of Appendix Table 6.

With these estimates and calculations completed for our entire panel, we are now able to complete the

final step of the methods described in section 3, and provide summary tests for the existence of long run

causal relationships as well as the sign of the relationship in US urban areas. The results are presented in
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Table 4.

Table 4: Tests for existence and sign of long run causal relation

Test λ tλ
Arts =⇒ Economy

Average impact 0.07 0.762
Pervasive non-zero 1283.31***

Economy =⇒ Arts
Average impact -0.678 -1.595*
Pervasive non-zero 2069.85***

Causality Arts =⇒ Economy

Median
(
−λ2
λ1

)
0.0746***

Bootstrap σ 0.0292

The first group of tests presented in the table after the column headers focus on the impact of a shock

to per capita arts expenditures on per capita GDP. First we present the results of the group mean tests

described in section 3. This provides a test of the average relationship, over all urban areas, between

shocks to culture production on long-run income, and shocks to local GDP on long-run culture production.

These tests suggests that we cannot with confidence reject the null hypothesis that on average there is no

long-run relationship ct → yt in which shocks to local culture production generate permanent changes to

steady-state per capita GDP. In the context of our model this is not surprising. As suggested in figure 3

local economies with τ < τ∗ will experience a positive impact on steady-state GDP as a consequence of a

shock to local culture production. Areas with τ > τ∗ will experience a negative impact. If the US contains

cities distributed on both sides of τ∗ then the average impact may well not be distinguishable from zero.

The next line of the table presents the results of the Lambda-Pearson test that the impacts are ‘perva-

sively’ zero. This is a more appropriate and direct test of whether arts and culture have a causal impact on

the local economy. As discussed above, since arts and culture production are part of the local economy it

is clear that an increase in culture production will have a short-run impact. This is the familiar multiplier

effect. If the arts and culture were simple consumption goods with no impact on productivity, the local

economy would respond to assimilate this short-run impact and return to the original steady state. The

test statistic suggests rejection of the null of no relationship in both directions with a very high degree of

significance. This implies that arts and culture production does have an impact on the steady-state level

of local GDP.

The next group of tests examines the impact of a shock to per capita GDP on per capita expenditures
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by cultural organizations in the city. Here we see that we can reject the hypothesis that this impact is zero

on average across US metropolitan areas. We can also easily reject the hypothesis that this relationship is

pervasively zero. The data support a conclusion that there is a statistically significant long run relationship

yt → ct where shocks to local GDP cause permanent changes to culture production. This is also to be

expected as long as arts and culture are valuable to the urban residents.

We noted above that the existence of a long run causal relationship alone does not tell us the direction

of the relationship. The results so far seem to clearly recommend acceptance of the hypothesis that there

exists a long-run causal connection in which culture shocks cause permanent impacts on local GDP. What

we have not determined is whether a positive shock to culture production causes a long-run increase or

decrease to GDP. The final row of the table presents an analysis for this question, providing the calculation

of the median across panel members of the estimated ratio −λ2
λ1

, and in the final column of the table the

standard error of this median obtained by re-sampling applied to the error correction models. The results

show a positive median value, indicating that the long-run relationship ct → yt is such that a positive shock

to culture is associated with a permanent increase in per capita GDP. The magnitude of this estimated

impact is about 2.56 times the standard error, indicating that we can be very confident that this result is

not due to random chance.

Review of the individual estimates for urban areas presented in Table 6 reveals a wide range in values

of the ratio −λ2
λ1

. In part this is due to the instability of a Cauchy-distributed random variable, but it

also must be noted that the sign of the impact is likely to vary with many different urban characteristics.

There may be cultural norms and practices that help to determine the ways in which the arts affect labor

productivity, and the scarcity or plenty with which capital is available in the urban area will be a factor.

If a long-run relationship exists (as indicated by significance of the estimated parameter λ̂1), the direction

of the relationship could be weak or even negative if taking some of the resources currently spent on the

arts and redirecting those resources towards some type of capital results in an increase in local GDP. This

possibility cannot be discounted. To see this we calculate the median values of the ratio −λ2
λ1

for the nine

Census sub-regions of the United States. The results are presented in Table 5.

While these results should be interpreted with caution, they do reveal some interesting variation across

US regions. Each collection of urban areas based on Census subregion shows the overall positive median

value of −λ2
λ1

that indicates a positive causal connection between shocks to cultural expenditures and long

run economic prosperity. The group of urban areas located in the Pacific sub-region together exhibit a

very clear and strong causal connection between the arts and long run economic prosperity. The group of
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Table 5: Median sign estimates for long run impact in US regions

Region Median −λ2
λ1

Median −λ2
λ1
· 1
σ

New England 0.0685 2.35
Mid-Atlantic 0.0961 3.29
South Atlantic 0.0940 3.22
East North-Central 0.0637 2.18
East South-Central 0.0673 2.30
West North-Central 0.0622 2.13
West South-Central 0.0709 2.43
Mountain 0.0472 1.62
Pacific 0.1987 6.81

cities located in the Mountain sub-region exhibits the weakest relationship, with a median value of −λ2
λ1

that is only 1.6 times the standard error. It is valid to claim that even these cities exhibit a positive causal

connection, it just appears to be weaker than observed in other regions. This suggests that potential

insights could be gained by further research to identify the characteristics or subgroups for which the

median value of −λ2
λ1

is strongly positive or strongly negative. Decompositions of this type are possible,

and it may also be possible to decompose organizations in to activity groups to study the distinct impact

of performing arts, visual arts, or arts education and support organizations.

6 Conclusion

We regard the results presented above as important for at least two reasons. First, they address a problem

that is relevant for contemporary policy in urban and regional development and that in fact has been the

source of controversy. There has been a great deal written about the potential of support for arts and

culture production to promote local economic development and prosperity. Much of what has been written

on the subject has failed to examine, much less establish the existence of a causal connection between

culture production and local GDP. To our knowledge this is the first study to do so. We find an interesting

result. There appears to be a causal connection in which shocks to local culture production generate

permanent changes to local GDP.

Second, this analysis makes a contribution by providing further demonstration of the power of panel

time-series techniques for study of issues relevant to urban and regional policy makers and economists.

Time series techniques have been regarded as a tool whose primary application is to problems with data

accumulated either over very long periods of time (like aggregate measures of output or employment) or
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at high frequencies (like financial market trading). Urban and regional economists have tended to focus

on cross-section techniques that allow them to work with less data. Panel data, however, are frequently

available for the study of urban areas. These may provide 15 to 20 years or more of observations from

hundreds of separate local urban economies. Such data are often perfect for analysis using the techniques

of panel time-series. We hope that this study will serve as a model for other such applications.

These results should be interpreted with caution. This is the first application of the methodology to

analysis of not-for-profit enterprises and culture production. The techniques have been applied to examine

impacts of infrastructure and other types of public sector production in several different economies, so

the application in this context is reasonable. As we move forward to explore their use in this context, it

will be important to check the data carefully and make adjustments for common factors that might affect

all urban areas and make it difficult to isolate the separate impacts of culture production. Despite this

need for caution in interpretation, we are encouraged by these results. They suggest that arts and culture

production makes a difference not just because of a short run multiplier effect, but through the capacity

to affect steady-state income levels. Properly tested, validated and applied, the methods we describe and

demonstrate can provide a useful guide to policy formation and allocation of scarce resources.
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Table 6: Complete analysis results for all US Metropolitan Areas

Urban Area βi t λ̂2 tλ2 λ̂1 tλ1 −λ2
λ1

New England Region
Bangor, ME 5.36 11.09 0.06 1.06 -0.59** -2.42 0.09
Barnstable Town, MA 2.42 19.71 0.10 0.56 -1.62*** -3.31 0.06
Boston-Quincy, MA 0.92 2.96 0.06 1.02 -0.39 -1.16 0.15
Bridgeport-Stamford-Norwalk, CT 1.09 8.79 0.53*** 3.52 -0.90* -1.86 0.59
Burlington-South Burlington, VT 0.84 5.36 0.45*** 3.10 0.27 0.52 -1.65
Cambridge-Newton-Framingham, MA 3.14 11.86 0.10** 2.37 -0.78** -2.24 0.13
Hartford-West Hartford-East Hartford, CT 1.67 3.59 0.12 1.10 -0.31 -1.20 0.39
Lewiston-Auburn, ME 3.71 1.57 0.03 1.52 -0.47* -1.85 0.06
Manchester-Nashua, NH 1.62 11.12 0.08 0.44 -1.54** -2.50 0.05
New Haven-Milford, CT 1.14 5.13 0.00 0.02 -1.31* -1.82 0.00
Norwich-New London, CT 1.06 2.52 0.05 0.65 -0.27 -1.08 0.20
Peabody, MA 1.49 11.34 -0.04 -0.30 -1.49** -2.37 -0.03
Pittsfield, MA 2.97 12.19 0.12** 2.47 -0.68 -0.98 0.18
Portland-South Portland-Biddeford, ME 2.95 4.70 0.03 0.42 -0.62 -1.34 0.04
Providence-New Bedford-Fall River, RI-MA 2.63 11.74 0.10 1.52 -0.52 -1.35 0.20
Rockingham County-Strafford County, NH 1.82 9.23 -0.02 -0.16 -0.89* -2.00 -0.02
Springfield, MA 1.41 3.63 0.07 0.77 -0.90*** -3.52 0.07
Worcester, MA 0.56 2.57 0.00 -0.03 -0.25 -0.76 -0.01

Middle Atlantic Region
Albany-Schenectady-Troy, NY 0.42 1.30 0.08 1.59 -0.26 -0.74 0.33
Allentown-Bethlehem-Easton, PA-NJ 1.85 8.30 -0.29 -1.27 -1.86*** -4.49 -0.16
Altoona, PA 1.55 1.83 0.13*** 3.67 -0.21 -0.93 0.64
Atlantic City-Hammonton, NJ 2.96 0.40 -0.02 -1.55 -0.08 -0.36 -0.21
Binghamton, NY -0.12 -0.61 0.06 0.39 -0.25 -1.09 0.22
Buffalo-Niagara Falls, NY 1.27 6.04 0.04 0.38 -0.34 -1.04 0.12
Camden, NJ 4.28 14.04 0.04 0.86 -0.57 -1.19 0.07
Edison-New Brunswick, NJ 2.12 7.99 -0.06 -0.64 -0.65 -1.06 -0.09
Elmira, NY -0.04 -0.09 -0.03 -0.28 -0.36 -0.45 -0.08
Erie, PA 0.75 4.00 0.07 0.34 -0.92 -1.62 0.08

*** - significant at 1%, ** - significant at 5%, * - significant at 10%
Continued on next page
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Table 6 – Continued from previous page

Urban Area βi t λ̂2 tλ2 λ̂1 tλ1 −λ2
λ1

Glens Falls, NY 1.07 3.33 0.02 0.50 -0.43 -1.61 0.05
Harrisburg-Carlisle, PA 2.56 3.80 0.02 0.39 -0.10 -0.57 0.20
Ithaca, NY 1.81 14.03 0.21** 2.01 -0.95* -1.75 0.22
Johnstown, PA 0.01 0.02 -0.10 -0.67 -0.61 -1.10 -0.17
Kingston, NY 1.60 3.56 0.28*** 3.16 -0.04 -0.16 6.67
Lancaster, PA 4.02 4.16 -0.12 -1.43 -0.92** -2.11 -0.13
Lebanon, PA 0.95 2.55 0.05 0.57 -2.65*** -3.69 0.02
Nassau-Suffolk, NY 1.10 3.90 0.05 0.88 -0.28 -1.01 0.19
New York-White Plains-Wayne, NY-NJ 1.31 5.74 0.12* 1.92 -0.85** -2.23 0.14
Newark-Union, NJ-PA 2.76 5.97 0.04 0.65 -0.12 -0.42 0.31
Ocean City, NJ 5.06 7.01 0.05 1.06 -0.75 -0.89 0.07
Philadelphia, PA 2.26 12.94 0.21 1.05 -0.67 -1.33 0.31
Pittsburgh, PA 0.86 4.65 -0.11 -1.03 -0.58** -2.24 -0.18
Poughkeepsie-Newburgh-Middletown, NY 1.50 2.77 0.06 1.58 -0.82 -1.61 0.07
Reading, PA 1.31 2.34 0.12 1.52 -1.71*** -3.27 0.07
Rochester, NY 1.02 14.48 0.00 0.00 -1.57** -2.05 0.00
ScrantonWilkes-Barre, PA 0.41 2.08 0.02 0.17 -1.06** -2.21 0.02
State College, PA 1.31 4.33 0.02 0.10 -0.76 -0.86 0.02
Syracuse, NY 0.87 5.50 0.10 1.30 -0.36 -1.05 0.29
Trenton-Ewing, NJ 1.53 2.95 0.09* 1.95 -0.41** -2.08 0.22
Utica-Rome, NY 1.80 8.62 0.07 0.79 -0.44 -1.43 0.16
Vineland-Millville-Bridgeton, NJ 3.79 7.56 0.54*** 3.75 -0.10 -0.10 5.32
Williamsport, PA 2.35 4.65 0.16** 2.35 -0.43 -0.97 0.37
Wilmington, DE-MD-NJ 1.54 2.41 0.07 1.07 -0.18 -0.56 0.38
York-Hanover, PA 5.00 5.63 0.09* 1.93 -0.42* -1.68 0.21

South Atlantic Region
Albany, GA 1.29 1.78 -0.03 -0.65 -0.60* -1.72 -0.05
Anderson, SC 4.65 2.81 -0.04 -0.51 -0.33* -1.69 -0.12
Asheville, NC 2.84 6.61 0.21* 1.75 -0.51 -1.31 0.42
Athens-Clarke County, GA 3.46 2.44 0.02 0.25 -0.25 -1.57 0.07
Atlanta-Sandy Springs-Marietta, GA 1.26 10.74 0.26 0.69 -0.81 -0.88 0.32
Augusta-Richmond County, GA-SC 9.24 7.48 0.03 1.01 -0.21 -0.68 0.16

*** - significant at 1%, ** - significant at 5%, * - significant at 10%
Continued on next page
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Table 6 – Continued from previous page

Urban Area βi t λ̂2 tλ2 λ̂1 tλ1 −λ2
λ1

Baltimore-Towson, MD 1.20 3.48 -0.02 -0.22 -1.34* -1.69 -0.01
Bethesda-Frederick-Rockville, MD 3.33 2.62 0.06* 1.77 -0.55 -1.24 0.11
Blacksburg-Christiansburg-Radford, VA 5.62 24.82 0.08 0.89 -0.96 -1.42 0.09
Bradenton-Sarasota-Venice, FL 1.08 8.24 0.42** 2.46 -0.72 -1.49 0.58
Brunswick, GA 3.21 4.05 0.07 1.18 0.02 0.02 -3.78
Burlington, NC 1.62 4.44 0.27** 2.49 -0.67 -1.31 0.40
Cape Coral-Fort Myers, FL 3.91 4.24 0.00 -0.01 -0.40*** -3.18 0.00
Charleston-North Charleston-Summerville, SC 1.64 4.21 0.07 0.86 -0.56* -1.77 0.12
Charleston, WV 2.27 3.59 0.03 1.20 -0.59*** -3.11 0.06
Charlotte-Gastonia-Concord, NC-SC 1.56 5.93 0.15 0.91 -0.32 -0.58 0.47
Columbia, SC 0.66 1.32 -0.06 -0.49 -2.07** -2.47 -0.03
Columbus, GA-AL 2.48 6.75 0.06 0.86 -1.65*** -4.97 0.04
Cumberland, MD-WV 2.76 9.02 0.29*** 3.10 -0.27 -0.41 1.04
Dalton, GA -0.09 -0.29 -0.11 -0.55 -1.67** -2.33 -0.06
Danville, VA 4.69 6.79 -0.04 -0.40 -0.75** -2.17 -0.05
Deltona-Daytona Beach-Ormond Beach, FL 1.24 1.84 0.02 0.40 -0.39 -0.87 0.05
Dover, DE 6.68 10.81 0.11 0.94 -1.19 -0.86 0.09
Durham-Chapel Hill, NC 0.04 0.12 -0.11 -0.82 -0.31* -1.91 -0.37
Fayetteville, NC 4.10 3.76 0.04 0.84 -0.56 -0.96 0.07
Florence, SC 3.79 5.62 0.08 1.10 -0.67 -0.98 0.13
Fort Lauderdale-Pompano Beach-Deerfield Beach, FL -0.15 -0.35 0.05 1.02 -0.30 -1.57 0.18
Fort Walton Beach-Crestview-Destin, FL 1.17 2.16 0.08* 1.75 -0.09 -0.32 0.87
Gainesville, FL -0.03 -0.02 -0.09 -1.50 -0.58** -2.73 -0.15
Gainesville, GA 2.29 2.37 -0.08 -0.83 -1.58*** -8.22 -0.05
Goldsboro, NC 2.10 4.18 0.15** 2.75 -0.84 -1.25 0.18
Greensboro-High Point, NC 0.54 2.03 0.11 0.58 -0.42 -1.26 0.25
Greenville-Mauldin-Easley, SC 3.08 8.03 0.05 0.38 -1.44*** -3.02 0.04
Greenville, NC 2.88 2.52 -0.04 -0.58 -1.10** -2.19 -0.04
Hagerstown-Martinsburg, MD-WV 3.36 5.08 -0.01 -0.16 -1.54*** -3.37 -0.01
Harrisonburg, VA 0.73 4.18 0.19 0.75 -0.76* -1.74 0.25
Hickory-Lenoir-Morganton, NC 1.31 7.48 0.42 1.15 -1.39** -2.32 0.30
Huntington-Ashland, WV-KY-OH 1.00 2.60 0.21** 2.35 -0.13 -0.40 1.63

*** - significant at 1%, ** - significant at 5%, * - significant at 10%
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Jacksonville, FL 2.69 6.86 0.03 0.35 -0.58 -1.57 0.05
Jacksonville, NC -0.83 -1.69 -0.11 -1.50 -0.72 -0.97 -0.15
Lakeland-Winter Haven, FL 4.03 6.95 0.16** 2.66 -0.75*** -3.36 0.21
Lynchburg, VA -4.17 -2.46 -0.01 -0.71 -0.19 -1.16 -0.05
Macon, GA 1.79 6.17 0.03 0.28 -1.32*** -3.57 0.02
Miami-Miami Beach-Kendall, FL 2.60 10.62 0.06 0.61 -0.64 -1.45 0.10
Morgantown, WV -0.81 -1.77 0.05 1.16 -0.59* -1.69 0.08
Myrtle Beach-North Myrtle Beach-Conway, SC 2.18 4.78 -0.15 -1.42 -0.95* -1.96 -0.16
Naples-Marco Island, FL 1.55 2.42 0.05 0.34 -0.23 -1.18 0.20
Ocala, FL 0.50 0.99 -0.02 -0.30 -0.42 -1.56 -0.04
Orlando-Kissimmee, FL 1.01 1.16 -0.02 -0.82 -0.60 -0.94 -0.04
Palm Bay-Melbourne-Titusville, FL 0.49 1.29 0.07 1.13 -0.67 -1.50 0.11
Panama City-Lynn Haven-Panama City Beach, FL -1.32 -2.49 -0.05 -0.76 -1.59** -2.13 -0.03
Parkersburg-Marietta-Vienna, WV-OH 1.43 1.94 0.02 0.45 -0.01 -0.03 3.71
Pensacola-Ferry Pass-Brent, FL 1.27 0.65 -0.02 -0.83 -0.70** -2.40 -0.03
Port St. Lucie, FL 4.34 7.09 0.21*** 2.93 -0.55 -1.06 0.38
Punta Gorda, FL 1.47 2.19 0.13 1.58 -0.14 -1.48 0.92
Raleigh-Cary, NC 1.02 2.83 -0.07 -1.03 -0.92 -1.32 -0.08
Richmond, VA 2.85 14.10 0.10 0.65 -1.80*** -3.22 0.05
Roanoke, VA 1.95 8.00 -0.08 -1.05 -0.92 -1.47 -0.09
Rocky Mount, NC 2.98 20.71 0.07 0.39 -0.73 -0.64 0.09
Rome, GA 1.30 1.23 -0.08 -1.28 -0.42 -1.63 -0.19
Salisbury, MD 3.43 7.32 0.07 1.49 -0.34** -2.12 0.19
Savannah, GA 2.71 10.42 0.20 1.39 -0.77 -0.94 0.26
Sebastian-Vero Beach, FL 3.04 6.13 0.15 1.33 -0.59 -0.94 0.26
Spartanburg, SC -0.53 -0.53 0.08 1.52 -0.25 -0.87 0.33
Sumter, SC 1.25 4.29 0.10 0.74 -0.60 -1.63 0.16
Tallahassee, FL 1.35 3.15 0.15 1.02 -0.22 -0.46 0.66
Tampa-St. Petersburg-Clearwater, FL 2.71 6.77 0.06 1.53 -0.34 -1.20 0.18
Valdosta, GA 3.06 10.76 0.35** 2.74 -0.43 -0.56 0.83
Virginia Beach-Norfolk-Newport News, VA-NC 0.70 2.70 -0.02 -0.27 -0.90*** -4.25 -0.02
Warner Robins, GA 3.86 3.48 0.01 0.68 -0.90** -2.36 0.01

*** - significant at 1%, ** - significant at 5%, * - significant at 10%
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Washington-Arlington-Alexandria, DC-VA-MD-WV 1.13 3.17 0.08 1.60 -0.53 -1.48 0.15
West Palm Beach-Boca Raton-Boynton Beach, FL 1.68 5.25 0.27** 2.60 0.15 0.59 -1.80
Wheeling, WV-OH 1.39 4.12 0.08 1.12 -0.43 -1.43 0.18
Wichita, KS 1.94 3.08 0.10* 1.85 -0.37** -2.13 0.27
Wilmington, NC 1.82 3.83 0.02 0.16 -0.56 -0.86 0.03
Winchester, VA-WV 4.82 8.11 0.08 1.62 -0.38 -1.10 0.22
Winston-Salem, NC 0.48 1.79 0.09 0.37 -0.89 -1.25 0.10

East North Central Region
Akron, OH 1.99 3.20 0.03 0.75 -0.44 -1.15 0.07
Anderson, IN 4.67 7.79 0.06 0.88 -0.41 -1.01 0.16
Ann Arbor, MI 4.36 4.95 0.07 0.38 -1.07** -2.61 0.06
Appleton, WI 5.53 3.17 0.00 0.17 -0.56*** -3.11 0.01
Battle Creek, MI 2.33 2.02 -0.04 -0.65 -0.94 -1.10 -0.04
Bay City, MI 2.99 3.08 -0.05 -1.03 -0.74*** -3.45 -0.07
Bloomington-Normal, IL 2.56 3.62 0.03 0.45 -0.32 -1.32 0.11
Bloomington, IN 0.74 1.84 -0.08 -0.62 -2.43** -2.34 -0.03
Canton-Massillon, OH 1.69 2.86 -0.15 -0.48 1.84** 2.53 0.08
Champaign-Urbana, IL 1.35 7.23 0.10 0.92 -1.32* -1.97 0.07
Chicago-Naperville-Joliet, IL 2.37 8.56 0.18** 2.29 -0.55 -1.44 0.33
Cincinnati-Middletown, OH-KY-IN 2.23 10.02 0.27* 1.72 -1.04* -1.96 0.26
Cleveland-Elyria-Mentor, OH 1.92 5.73 0.08 0.90 -0.72 -1.58 0.11
Columbus, IN 1.80 3.73 0.02 0.29 -0.32 -1.00 0.07
Columbus, OH 1.72 2.63 0.06 0.82 -0.39** -2.02 0.15
Danville, IL 3.33 5.34 -0.04 -0.48 -1.41** -2.04 -0.03
Dayton, OH 2.31 4.46 0.02 0.54 -0.58* -1.89 0.04
Decatur, IL 2.14 13.26 0.29** 2.73 -0.66 -1.59 0.44
Detroit-Livonia-Dearborn, MI 6.47 4.21 0.02 0.19 -0.59* -1.87 0.03
Eau Claire, WI 1.93 8.15 0.15* 1.95 -0.51* -1.82 0.30
Elkhart-Goshen, IN 0.22 0.63 0.27 0.75 -0.21 -0.20 1.32
Evansville, IN-KY 1.24 8.23 0.15 0.66 -0.77 -1.25 0.20
Flint, MI 4.07 1.28 -0.05 -1.45 -0.35*** -2.94 -0.13
Fond du Lac, WI 1.90 7.49 0.11 1.62 -0.31 -0.91 0.34

*** - significant at 1%, ** - significant at 5%, * - significant at 10%
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Fort Wayne, IN 2.35 5.14 0.09 0.88 -0.59** -2.52 0.15
Gary, IN 3.40 1.79 -0.12** -2.23 -0.18** -2.26 -0.65
Grand Rapids-Wyoming, MI 0.81 2.06 -0.15 -0.68 -1.55** -2.23 -0.10
Green Bay, WI 1.60 5.34 0.14 1.54 -0.70* -1.92 0.20
Holland-Grand Haven, MI 0.76 0.50 -0.02 -0.44 -0.23 -1.22 -0.07
Indianapolis-Carmel, IN 2.13 8.61 0.07 0.58 -0.72** -2.34 0.09
Jackson, MI 4.40 6.51 0.08 0.53 -1.53*** -3.13 0.05
Janesville, WI 2.08 4.23 0.02 0.21 -1.17** -2.21 0.02
Kalamazoo-Portage, MI 1.80 9.22 0.73*** 3.67 0.47 0.43 -1.56
Kankakee-Bradley, IL 1.76 1.24 -0.02 -0.96 -0.32 -0.91 -0.07
Kokomo, IN 5.24 6.61 0.00 -0.05 -1.04** -2.59 0.00
La Crosse, WI-MN 1.80 4.89 0.01 0.06 -1.04** -2.06 0.01
Lafayette, IN 1.40 5.30 0.39* 1.82 -0.25 -0.31 1.59
Lake County-Kenosha County, IL-WI 0.70 3.59 0.06 0.37 -1.38* -1.93 0.04
Lansing-East Lansing, MI 1.39 3.86 -0.06 -0.36 -1.09* -1.82 -0.06
Lima, OH 0.41 1.00 0.10 0.41 -0.19 -0.81 0.49
Madison, WI 2.72 10.21 0.03 0.27 -4.94** -2.38 0.01
Mansfield, OH 2.50 5.45 0.08 1.18 -0.27 -0.92 0.31
Michigan City-La Porte, IN 3.56 13.76 -0.04 -0.30 -1.33** -2.36 -0.03
Milwaukee-Waukesha-West Allis, WI 2.30 5.69 0.16 1.55 -0.49** -2.20 0.33
Monroe, MI 3.37 3.21 0.02 0.39 -1.12*** -3.51 0.02
Muncie, IN 7.58 11.90 0.04 0.86 -1.41 -1.61 0.03
Muskegon-Norton Shores, MI 0.47 0.37 0.10 1.55 -0.05 -0.10 1.98
Niles-Benton Harbor, MI 3.25 5.27 -0.04 -0.24 -0.43 -0.83 -0.10
Oshkosh-Neenah, WI -0.18 -0.14 0.03 1.08 -0.24 -0.75 0.13
Peoria, IL 1.06 2.76 0.01 0.09 -0.45* -1.80 0.02
Racine, WI 5.32 5.83 0.12 1.59 -0.69*** -3.96 0.18
Rockford, IL 2.13 4.40 0.04 0.27 -1.46*** -3.13 0.03
Saginaw-Saginaw Township North, MI 1.43 6.13 0.19 0.96 -0.89** -2.06 0.21
Sandusky, OH 1.95 3.64 0.02 0.32 -0.33** -2.31 0.07
Sheboygan, WI 4.38 5.32 -0.04 -0.76 -0.76** -2.12 -0.05
South Bend-Mishawaka, IN-MI 1.75 4.97 0.07 0.79 -0.74 -1.40 0.10

*** - significant at 1%, ** - significant at 5%, * - significant at 10%
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Springfield, IL 1.28 11.99 -0.42 -1.40 -2.41*** -3.00 -0.18
Springfield, OH 8.16 5.86 0.00 -0.04 -0.71** -2.56 0.00
Terre Haute, IN 2.88 3.72 0.02 0.33 -0.86* -1.86 0.02
Toledo, OH 1.95 5.21 0.03 0.47 -1.17*** -3.28 0.03
Warren-Troy-Farmington Hills, MI 2.45 1.66 -0.06 -0.68 0.41 1.29 0.13
Wausau, WI 2.00 30.37 0.29 0.77 -1.76 -1.40 0.16
Youngstown-Warren-Boardman, OH-PA 2.54 7.27 0.15 0.86 -0.73** -2.09 0.21

East South Central Region
Anniston-Oxford, AL 1.22 4.78 0.15 1.59 -0.79 -0.68 0.20
Auburn-Opelika, AL 2.97 3.80 -0.18* -1.94 -0.43* -1.96 -0.41
Birmingham-Hoover, AL 3.99 9.20 -0.02 -0.29 -0.84* -1.68 -0.02
Bowling Green, KY 7.46 9.29 0.09** 2.46 -0.49 -1.30 0.19
Chattanooga, TN-GA 0.95 4.78 -0.09 -0.46 -1.78* -1.94 -0.05
Clarksville, TN-KY 3.92 7.78 0.01 0.09 -0.64* -1.69 0.01
Decatur, AL 11.62 6.73 0.05* 1.74 -0.14 -0.54 0.36
Dothan, AL 3.39 4.98 0.10* 1.92 -0.38 -0.89 0.26
Elizabethtown, KY 8.94 4.99 0.02 0.60 -0.34 -1.50 0.05
Florence-Muscle Shoals, AL 4.80 2.63 0.06** 2.34 -0.28* -1.79 0.21
Gadsden, AL 1.67 4.69 0.18** 2.23 0.13 0.34 -1.34
Gulfport-Biloxi, MS 5.38 3.66 0.00 0.14 -0.32*** -3.22 0.01
Hattiesburg, MS 3.03 3.79 0.04 0.95 -0.60 -1.13 0.07
Huntsville, AL 1.38 1.10 0.04*** 3.27 -0.09 -0.40 0.47
Jackson, MS 1.56 2.50 -0.02 -0.46 -0.81* -1.99 -0.03
Jackson, TN 1.14 1.95 0.00 -0.05 -0.21 -0.24 -0.02
Johnson City, TN 0.19 0.79 0.16 0.82 -0.31 -1.00 0.51
Kingsport-Bristol-Bristol, TN-VA 3.97 7.05 0.26*** 3.51 -0.14 -0.77 1.94
Knoxville, TN 0.27 0.90 0.14 1.31 -0.55 -1.47 0.26
Lexington-Fayette, KY 0.50 0.98 0.02 0.09 -0.67 -1.19 0.03
Louisville/Jefferson County, KY-IN 1.88 3.11 0.07 0.55 -1.10** -2.62 0.06
Memphis, TN-MS-AR 1.70 5.45 0.12 1.37 -0.48 -1.22 0.25
Mobile, AL 5.15 7.43 -0.01 -0.49 -0.96** -2.68 -0.01
Montgomery, AL 1.58 7.42 0.36** 2.45 -0.44 -0.76 0.81

*** - significant at 1%, ** - significant at 5%, * - significant at 10%
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Nashville-DavidsonMurfreesboroFranklin, TN 1.63 9.35 0.23** 2.61 -1.03** -2.79 0.22
Owensboro, KY 3.28 3.98 0.13* 1.94 -0.62* -1.67 0.21
Tuscaloosa, AL 1.12 1.55 0.02 0.77 -0.80** -2.30 0.03

West North Central Region
Ames, IA -1.23 -2.45 -0.08 -1.46 -1.26*** -3.30 -0.06
Bismarck, ND 0.19 0.75 0.08 0.91 -0.54 -1.48 0.15
Cape Girardeau-Jackson, MO-IL 0.66 1.39 0.04 0.63 -1.53*** -3.51 0.03
Cedar Rapids, IA 1.83 5.57 0.12 1.08 -0.40 -1.64 0.31
Columbia, MO 2.31 5.38 0.07 1.00 -0.46* -1.79 0.15
Davenport-Moline-Rock Island, IA-IL 3.05 5.51 0.02 0.34 -0.27 -0.80 0.07
Des Moines-West Des Moines, IA 1.18 14.56 0.54 1.63 -1.04 -1.55 0.52
Dubuque, IA 3.40 4.98 0.08 1.43 -0.18 -0.80 0.44
Duluth, MN-WI 1.69 5.85 0.12 0.58 -0.53* -1.94 0.23
Fargo, ND-MN -0.24 -1.99 0.29* 1.71 -1.30** -2.79 0.23
Grand Forks, ND-MN 3.37 2.99 -0.04 -1.40 -0.17** -2.13 -0.26
Iowa City, IA 0.79 2.22 0.15* 1.87 -0.52*** -3.07 0.28
Jefferson City, MO 3.48 4.04 0.01 0.38 -0.68** -2.13 0.02
Joplin, MO 7.53 5.70 0.01 0.23 -0.81** -2.37 0.01
Kansas City, MO-KS 3.06 5.12 0.02 0.30 -0.57 -1.60 0.03
Lawrence, KS 5.94 5.86 -0.06 -1.46 -1.31** -2.55 -0.05
Lincoln, NE -0.29 -0.57 0.11 1.27 -0.33 -1.09 0.33
Manhattan, KS 2.45 2.65 0.01 0.17 -0.11 -0.94 0.06
Mankato-North Mankato, MN 0.95 2.88 0.13** 2.51 -0.14 -0.34 0.89
Minneapolis-St. Paul-Bloomington, MN-WI 1.54 8.40 0.25* 1.85 -0.52* -1.71 0.48
Omaha-Council Bluffs, NE-IA 3.33 9.22 -0.10 -0.52 -1.16** -2.58 -0.08
Rapid City, SD 1.91 3.45 0.00 0.14 -1.09* -1.82 0.00
Rochester, MN 1.98 17.45 0.38** 2.50 -0.24 -0.32 1.58
Sioux City, IA-NE-SD 3.05 3.80 0.06 1.04 0.03 0.10 -2.05
Sioux Falls, SD 3.84 6.92 -0.10** -2.19 -0.72** -2.65 -0.14
Springfield, MO 1.74 2.38 0.06 0.72 -0.72* -1.72 0.08
St. Cloud, MN 1.25 4.45 0.12 1.63 -0.96** -2.74 0.12
St. Joseph, MO-KS 0.05 0.10 -0.03 -0.60 -0.28 -0.94 -0.12

*** - significant at 1%, ** - significant at 5%, * - significant at 10%
Continued on next page

35



Table 6 – Continued from previous page

Urban Area βi t λ̂2 tλ2 λ̂1 tλ1 −λ2
λ1

St. Louis, MO-IL 1.92 9.08 -0.05 -0.35 -0.51 -0.85 -0.10
Topeka, KS 0.78 1.21 0.05 0.75 -1.41** -2.08 0.03
Waterloo-Cedar Falls, IA 0.87 6.25 -0.02 -0.04 -1.63* -1.70 -0.01

West South Central Region
Abilene, TX 2.00 5.89 0.03 0.38 -0.32* -1.87 0.09
Alexandria, LA 2.53 2.40 0.01 0.60 -0.52 -1.66 0.03
Amarillo, TX 1.25 5.68 0.25** 2.16 -1.59* -1.86 0.16
Austin-Round Rock, TX 0.73 2.81 -0.03 -0.38 -0.36* -1.84 -0.10
Baton Rouge, LA 1.35 3.15 0.09 0.73 -0.46 -1.18 0.19
Beaumont-Port Arthur, TX 1.23 4.59 0.28* 1.82 -0.09 -0.29 2.95
Brownsville-Harlingen, TX 0.50 2.62 -0.14 -1.21 -0.99* -1.85 -0.14
College Station-Bryan, TX 1.44 5.20 -0.07 -0.43 0.02 0.03 3.93
Corpus Christi, TX 1.23 3.43 0.16* 1.99 -0.57 -1.19 0.28
Dallas-Plano-Irving, TX -1.02 -3.37 0.12* 1.88 -2.17*** -3.37 0.06
El Paso, TX 1.26 5.81 -0.44** -2.16 -2.24*** -3.08 -0.20
Fayetteville-Springdale-Rogers, AR-MO 2.12 6.86 0.27** 2.04 -0.65 -1.54 0.41
Fort Smith, AR-OK 3.64 10.96 0.11 0.84 -0.17 -0.52 0.63
Fort Worth-Arlington, TX 0.78 3.71 -0.05 -0.38 -0.63 -0.82 -0.08
Hot Springs, AR 7.70 3.45 -0.01 -0.73 -0.29 -1.44 -0.04
Houma-Bayou Cane-Thibodaux, LA 2.24 5.39 0.09 0.92 -0.63** -2.80 0.14
Houston-Sugar Land-Baytown, TX 1.99 6.31 0.19* 1.92 -0.49 -0.95 0.39
Killeen-Temple-Fort Hood, TX 1.62 3.25 -0.10* -1.90 -0.70* -1.97 -0.15
Lafayette, LA 2.96 2.08 0.05 0.37 -0.41** -2.04 0.11
Lake Charles, LA 1.53 3.37 0.03 0.08 -3.33*** -3.35 0.01
Laredo, TX 1.67 2.56 0.03 0.56 -0.41 -1.26 0.06
Lawton, OK -1.68 -0.99 0.00 -0.02 -0.24 -1.14 0.00
Little Rock-North Little Rock-Conway, AR 1.18 2.66 0.03 0.41 -0.34* -1.85 0.10
Longview, TX 0.92 1.66 0.07* 1.83 -0.33** -2.25 0.21
Lubbock, TX 1.38 6.16 0.53*** 2.97 -0.41 -0.46 1.32
McAllen-Edinburg-Mission, TX 1.11 7.96 0.11 0.94 -0.99** -2.32 0.12
Midland, TX -0.25 -0.39 0.01 0.03 -0.73** -2.03 0.01
Monroe, LA 1.59 3.95 0.08 1.11 -0.29 -0.83 0.29

*** - significant at 1%, ** - significant at 5%, * - significant at 10%
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New Orleans-Metairie-Kenner, LA 4.06 2.17 0.05 0.57 0.06 0.28 -0.80
Odessa, TX 1.56 5.30 0.03 0.32 -0.64* -1.73 0.04
Oklahoma City, OK 2.71 8.07 -0.03 -0.37 -1.23** -2.45 -0.03
San Angelo, TX 1.37 6.79 0.26*** 3.19 -1.17** -2.09 0.22
San Antonio, TX 0.47 3.43 0.10 0.81 -1.59** -2.31 0.06
Sherman-Denison, TX -0.01 -0.01 0.03 1.11 -0.43 -1.48 0.07
Shreveport-Bossier City, LA 2.16 6.05 0.13 0.92 -0.70 -1.60 0.18
Texarkana, TX-Texarkana, AR 1.13 1.77 -0.01 -0.16 -0.57** -2.61 -0.01
Tulsa, OK 1.32 8.42 -0.39** -2.05 -2.62** -2.15 -0.15
Tyler, TX 1.71 4.60 0.41** 2.31 -1.70** -2.12 0.24
Victoria, TX 2.28 16.16 0.09 0.43 -1.31* -1.90 0.07
Waco, TX 1.30 4.10 0.06 0.96 -0.76*** -3.12 0.07
Wichita Falls, TX 0.81 0.77 -0.02 -0.52 -1.27** -2.24 -0.01

Mountain Region
Albuquerque, NM 0.86 5.16 -0.37* -1.91 -0.60** -2.02 -0.61
Billings, MT 1.21 3.09 0.13** 2.29 0.02 0.09 -7.03
Boise City-Nampa, ID 0.36 1.81 0.16 0.82 -0.34 -1.00 0.45
Boulder, CO 1.51 15.18 0.52** 2.56 0.00 0.00 212.30
Casper, WY 2.75 5.08 -0.05 -0.29 -2.80*** -6.60 -0.02
Cheyenne, WY 3.83 7.03 0.09 1.27 -0.93 -1.59 0.10
Coeur d’Alene, ID 2.27 2.98 0.09** 2.28 -0.30 -1.37 0.28
Colorado Springs, CO 0.13 0.55 0.06 1.31 -1.33* -2.00 0.05
Denver-Aurora-Broomfield, CO 0.66 3.36 0.19 1.18 -0.37 -1.34 0.51
Farmington, NM -4.77 -3.10 -0.06 -0.90 -0.56** -2.13 -0.11
Flagstaff, AZ 0.37 0.85 0.02 0.31 -0.51*** -3.10 0.03
Fort Collins-Loveland, CO 2.36 16.00 -0.01 -0.04 -1.59*** -2.92 -0.01
Grand Junction, CO 0.18 0.54 0.14 0.64 -2.07** -2.26 0.07
Great Falls, MT 2.14 4.61 0.10** 2.09 -0.12 -0.53 0.86
Greeley, CO 1.08 4.09 -0.12 -0.80 -1.46** -2.79 -0.08
Lake Havasu City-Kingman, AZ 1.78 1.46 0.03 0.63 -0.29 -1.43 0.09
Las Cruces, NM 0.01 0.02 -0.04 -0.41 -1.15*** -3.02 -0.04
Las Vegas-Paradise, NV 0.49 1.71 0.20 0.93 -0.67 -1.45 0.29

*** - significant at 1%, ** - significant at 5%, * - significant at 10%
Continued on next page
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Lewiston, ID-WA 0.62 3.24 0.06 0.33 -0.92 -1.17 0.07
Logan, UT-ID 1.82 4.05 0.06 0.43 -1.38*** -3.92 0.05
Missoula, MT 3.56 14.42 0.17 0.96 -0.29 -0.38 0.56
Ogden-Clearfield, UT 4.20 4.44 0.00 0.02 -0.54 -1.17 0.00
Phoenix-Mesa-Scottsdale, AZ 1.02 9.33 0.08 0.30 -0.38 -0.69 0.20
Pocatello, ID 0.28 0.62 0.09 0.66 -0.95 -1.12 0.09
Prescott, AZ 2.38 4.29 0.00 -0.01 -0.63 -1.36 0.00
Provo-Orem, UT 5.73 2.84 0.03 1.30 -1.00** -2.10 0.03
Pueblo, CO 0.88 2.70 0.04 0.31 -0.94* -1.82 0.04
Reno-Sparks, NV 3.82 5.23 0.11 1.51 -0.31* -1.99 0.36
Salt Lake City, UT 1.77 5.16 -0.04 -0.27 -0.84*** -2.89 -0.05
Santa Fe, NM -0.27 -0.17 -0.31*** -3.55 -0.24 -1.41 -1.26
St. George, UT 6.12 5.56 0.01 0.47 -0.24 -1.29 0.05
Tucson, AZ 0.98 8.40 0.34 1.43 -1.28** -2.27 0.27
Yuma, AZ -1.84 -3.25 -0.03 -0.29 -0.81* -1.90 -0.04

Pacific Region
Anchorage, AK -2.17 -2.01 -0.01 -0.24 0.09 0.95 0.14
Bakersfield, CA 10.11 2.11 0.03 1.25 -0.17 -0.90 0.17
Bellingham, WA 4.03 4.12 0.06 1.55 0.08 0.46 -0.76
Bend, OR 0.45 1.62 -0.52** -2.25 -2.18** -2.50 -0.24
Bremerton-Silverdale, WA 2.74 1.90 0.12** 2.45 -0.54 -1.60 0.21
Chico, CA 2.89 3.22 0.05 1.16 -0.65** -2.60 0.08
Corvallis, OR 0.32 3.46 0.16 0.75 -0.91** -2.23 0.18
El Centro, CA 1.51 1.23 0.11** 2.26 -0.39 -0.49 0.28
Eugene-Springfield, OR 1.75 9.69 0.11 0.87 -0.35 -0.89 0.31
Fairbanks, AK -0.49 -0.73 -0.20 -1.19 -0.20 -0.58 -1.01
Fresno, CA 1.90 6.01 0.03 0.23 -0.52 -1.17 0.06
Hanford-Corcoran, CA 2.05 1.42 0.03 0.99 -0.16 -1.00 0.20
Honolulu, HI 0.57 0.42 0.07** 2.03 -0.08 -0.66 0.93
Kennewick-Pasco-Richland, WA 3.59 1.99 0.01 0.10 -0.65** -2.37 0.01
Longview, WA 10.78 2.89 0.03 0.99 -0.81** -2.09 0.04
Los Angeles-Long Beach-Glendale, CA 1.88 4.61 0.14** 2.81 -0.18 -0.60 0.78

*** - significant at 1%, ** - significant at 5%, * - significant at 10%
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Madera-Chowchilla, CA 1.69 6.24 -0.18 -1.05 -0.87 -1.20 -0.21
Medford, OR 0.78 6.77 0.26 1.35 -0.98*** -3.06 0.26
Merced, CA 2.38 6.43 0.08 0.89 -0.97* -1.98 0.09
Modesto, CA 3.89 6.43 0.02 0.36 -0.42 -0.57 0.05
Mount Vernon-Anacortes, WA 5.70 6.66 0.21*** 5.76 0.27 1.22 -0.78
Napa, CA 5.15 7.78 -0.02 -0.42 -0.86 -1.19 -0.02
Oakland-Fremont-Hayward, CA 2.75 13.49 0.40*** 4.81 0.52 1.32 -0.76
Olympia, WA 7.05 5.33 0.03 1.10 -0.38* -1.72 0.08
Oxnard-Thousand Oaks-Ventura, CA 2.73 4.26 0.12** 2.11 -0.54 -1.25 0.22
Portland-Vancouver-Beaverton, OR-WA 0.81 3.49 0.13 1.41 -0.20 -0.96 0.67
Redding, CA 3.73 8.36 0.09 1.16 -0.59 -0.97 0.15
Riverside-San Bernardino-Ontario, CA 0.90 9.96 0.40*** 3.10 -0.48 -1.17 0.82
SacramentoArden-ArcadeRoseville, CA 2.92 18.75 0.24 1.34 -0.89 -1.03 0.27
Salem, OR -0.02 -0.07 0.23** 2.35 -0.98*** -6.24 0.23
Salinas, CA 2.24 4.96 0.13 1.65 -0.11 -0.35 1.15
San Diego-Carlsbad-San Marcos, CA 1.55 11.07 0.37* 1.98 -0.24 -0.27 1.50
San Francisco-San Mateo-Redwood City, CA 2.28 7.78 0.22*** 3.36 -0.22 -1.17 1.02
San Jose-Sunnyvale-Santa Clara, CA 0.96 4.58 0.10 0.77 -0.24 -1.29 0.41
San Luis Obispo-Paso Robles, CA 1.66 4.35 0.14** 2.12 -0.06 -0.11 2.44
Santa Ana-Anaheim-Irvine, CA 1.27 12.74 0.47*** 4.20 -0.08 -0.11 5.68
Santa Barbara-Santa Maria-Goleta, CA 1.88 5.50 0.23** 2.80 -0.08 -0.31 2.87
Santa Cruz-Watsonville, CA 1.44 4.80 0.19** 2.42 -0.38 -0.96 0.51
Santa Rosa-Petaluma, CA 2.16 15.58 0.27 1.46 0.36 0.27 -0.75
Seattle-Bellevue-Everett, WA 1.83 6.11 0.20* 1.89 -0.23 -0.54 0.84
Spokane, WA 1.46 10.97 0.12 0.52 -0.57 -1.23 0.20
Stockton, CA 0.97 3.45 0.08 0.45 -1.08 -1.13 0.07
Tacoma, WA 4.82 6.92 0.09 1.59 0.44 0.95 -0.20
Vallejo-Fairfield, CA 3.48 7.57 0.13** 2.03 0.16 0.50 -0.81
Visalia-Porterville, CA 2.03 5.28 0.14* 1.94 -0.38 -0.90 0.38
Wenatchee-East Wenatchee, WA 10.00 2.47 0.05 1.63 0.00 -0.04 11.74
Yakima, WA 0.57 0.74 0.03 0.65 -0.70** -2.80 0.05

textit*** - significant at 1%, ** - significant at 5%, * - significant at 10%
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